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ABSTRACT: Understanding the successful adoption of information technology is largely
based upon understanding the linkages among quality, satisfaction, and usage. Al-
though the satisfaction and usage constructs have been well studied in the informa-
tion systems literature, there has been only limited attention to information and system
quality over the past decade. To address this shortcoming, we developed a model
consisting of nine fundamental determinants of quality in an information technology
context, four under the rubric of information quality (the output of an information
system) and five that describe system quality (the infonnation processing system re-
quired to produce the output). We then empirically examined the aptness of our model
using a sample of 465 data warehouse users from seven different organizations that
employed report-based, query-based, and analytical business intelligence tools. The
results suggest that our determinants are indeed predictive of overall information and
system quality in data warehouse environments, and that our model strikes a balance
between comprehensiveness and parsimony. We conclude with a discussion of the
implications for both theory and the development and implementation of information
technology applications in practice.
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QUALITY HAS EVOLVED INTO A CORE BUSINESS CONCEPT with multidisciplinary ap-
plications and dramatic implications for business value. When manufacturing firms
were forced to come to terms with the quality challenge of the early 1980s, the total
quality management (TQM) movement had a profound effect on product develop-
ment [23, 25, 38]. Since that time, other disciplines, such as marketing and human
resource management, have engaged in quality pursuits; the former citing evidence
that the quality of customer service is often as important as the quality of the product
[87], and the latter recognizing quality of work life as a key driver of employee reten-
tion [61]. In addition, overall measures of quality, such as those captured in the
Baldridge Awards and Balanced Scorecard practices, have proliferated' [57]. Some
researchers assert that quality of products and services is the single most important
determinant of a business' long-term success [3, 15].

Despite increasing attention to the quality construct in the broader business litera-
ture, attention to information and system quality has become less central in recent
years. Instead, in an effort to understand users' reactions to information technology
(IT), researchers have focused on perceptions related to IT use, predominantly ease
of use and usefulness, along with other related factors (e.g., [21, 77]). Although such
perceptions have been important in explaining IT usage, they are relatively abstract
and, as a result, provide limited guidance for system designers [31, 75]. Orlikowski
and Iacono [59] have noted that such IT research, which employs a "proxy view" of
technology, has lost its connection to the field's core subject matter—the IT artifact
itself We believe that identifying the dimensions of the IT artifact that shape quality
can provide this connection.

Thus, the primary purpose of this research is to identify a set of antecedents that
simultaneously define the nature of the IT artifact and drive information and system
quality. Building on the findings reported in Wixom and Todd [84], we will empiri-
cally test the suitability of these determinants as aids in the prediction and under-
standing of quality within an IT context. A second research objective is to explore the
area of data warehousing, specifically three popular business intelligence applica-
tions—predefined reports, ad hoc queries, and analytical tools. We hope to provide IT
managers with a better understanding of these contemporary tools to help them create
IT infrastructures that effectively support organizational decision-making.

The Quality Construct

THERE ARE MULTIPLE PERSPECTIVES on quality in the business literature. In a com-
prehensive review. Reeves and Bednar [65] identify four dominant views of quality:
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quality as excellence, quality as value, quality as conformance with specifications,
and quality as meeting expectations. The excellence view suggests that quality is
assessed on some absolute standard. The value perspective refines that notion to sug-
gest that the standards of excellence need to be assessed relative to the costs of achieving
them. The conformance view further systematizes these ideas to suggest that quality
be assessed in terms of a consistent and quantifiable delivery of value relative to a
specific design ideal. Finally, the notion of quality as meeting expectations suggests
that quality is defined by conformance to customer expectations that may relate to
excellence, value, and other attributes that are salient to consumers in shaping their
perceptions of quality.

Reeves and Bednar [65] note that quality assessments relative to expectations rep-
resent the most pervasive perspective on quality, with the critical exemplar being
service quality. Zeithaml et al. [88] define service quality as the degree to which a
service exceeds customer expectations. Further, they empirically identify a set of
service attributes that collectively determine customer expectations about service
quality; these service attributes include responsiveness, reliability, assurance, tangi-
bility, and empathy. Consistent with the notion that salient beliefs about objects and
behaviors shape broader attitudes [26], these five factors have been empirically tested
across a variety of settings to establish their overall utility in shaping service quality.

In the information systems (IS) literature, quality has been a frequently referenced,
but relatively ill-defined, construct (e.g., [4, 8, 41, 51, 71]). Furthermore, with the
exception of IT service quality (e.g., [37,40,63]), the study of quality as a key depen-
dent variable has been largely supplanted by usage in the IS literature. The following
section provides a review of relevant literature while developing the theoretical con-
text for the quality of IS.

The Theoretical Context for Quality

Some IT frameworks have been created to place quality into a broader theoretical
context. Building on concepts from Shannon and Weaver [69] and Mason [52], DeLone
and McLean [22] identify information and system quality as the key initial anteced-
ents for IS success. Extending these notions, Seddon [67] developed a respecified
model of IS success, which shows that information quality and system quality jointly
influence perceptual measures of system benefit, represented by perceived useful-
ness and user satisfaction (which Seddon [67] defines as satisfaction with use). These,
in turn, influence expectations about the benefits of future use, and subsequently,
actual usage of IT, which can have a series of positive or negative organizational
consequences [46, 50].

Related efforts have focused on empirically assessing the role of information and
system quality as antecedents of satisfaction and usage in a variety of settings [64,68,
70,84,85]. In general, such studies treat quality at a holistic level. However, it is clear
that quality constructs are multidimensional [42, 64, 67]. More generally, Goodhue
[31 ] notes that user evaluations of IS attributes can provide a basis for the determina-
tion of IS value.
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One critical issue is determining what constitutes a "good" set of IS dimensions.
We offer four key goals for the set of determinants that shape quality. Collectively, the
dimensions should:

1. be complete (in the sense of explaining overall information and system quality);
2. be relatively parsimonious;
3. enhance understanding of the multifaceted nature of information and system

quality; and
4. be actionable, in the sense that the dimensions can be influenced through sys-

tem design or managerial intervention.

Using these four goals as a guide, we will turn to a derivation of the dimensions of
information and system quality and to the integration of those into a model of quality.

Information Quality

Researchers have introduced a variety of definitions for information (or data) quality.
In general, the definitions take either an intrinsic or a contextual view of information
quality. The intrinsic view considers the properties of information largely in isolation
from a specific user, task, or application. Thus, the intrinsic view reflects a measure of
agreement between the data values presented by an IS and the actual values the data
represents in the real world [47, 60], the degree to which data values are not inaccu-
rate, outdated, and inconsistent [48], and the accuracy of information generated by an
IS [31, 67, 82]. Although this is an important perspective, it is somewhat limited
because it treats information as an object that can be assessed in isolation of the
context to which it is applied. Thus, intrinsic quality is a necessary, but not sufficient,
condition to determine information quality.

A context-based view extends the notion of information quality, suggesting that it
needs to be defined relative to the user of the information, the task being completed,
and the application being employed [47,60]. Erom this perspective, information quality
is assessed by the degree to which it is helpful in completing a particular task [27,45,
62, 72, 74, 81, 82]. Eor example, this might be assessed abstractly in terms of the
usefulness of the information in aiding decision-making. The context view expands
the dimensions of information quality beyond accuracy to include dimensions such
as relevance, completeness, and currency of the information that shape perceptions of
quality in the context of use [82].

In addition to intrinsic and context-based dimensions of information quality, Wang
and Strong [82] also suggest that there is a representational dimension. The role of
format in information processing and decision-making has long been a topic of study
in IS research (e.g., [11, 36, 76, 79, 83]). The representational dimension reflects the
degree to which information presentation effectively facilitates interpretation and
understanding; therefore, the format of the information is an important dimension of
information quality [64].

Collectively, there are myriad dimensions that can be considered under the label of
intrinsic, contextual, and representational information quality, and there is little con-
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sensus on what constitutes a complete and yet parsimonious set of information qual-
ity dimensions [80]. Building on the categorization of intrinsic, contextual, and rep-
resentational dimensions provided by Wang and Strong [82], we have distilled a core
set of information quality dimensions as follows: accuracy (reflecting intrinsic qual-
ity), completeness and currency (refiecting contextual quality), and format (reflect-
ing representational quality). The dimensions, their derivation, and treatment in prior
literature are shown in Appendix A.

Accuracy is most commonly defined as the correctness in the mapping of stored
information to the appropriate state in the real world that the information represents
[5, 27, 43]. Wand and Wang [80] further refine the notion of accuracy to include the
idea that the information not only is correct, unambiguous, and objective, but also
meaningful and believable. The key element of this refinement is the notion that there
is an important perceptual component to accuracy. Information not only must be ac-
curate but must also be perceived to be accurate [82]. A further extension to the no-
tion of accuracy is consistency [5, 27, 34, 41], referring to the correctness of the
relationship between or among multiple items of information and of information over
time. In judging accuracy, we would assert that users assess perceptions of correct-
ness of information extracted from systems over a protracted period of time. Their
overall sense of accuracy may be shaped by the underlying correctness of the infor-
mation, perceptions of the believability of the information, and the consistency of
longitudinal experiences.

Beyond accuracy, the quality of information also can be shaped by completeness.
Completeness refers to the degree to which all possible states relevant to the user
population are represented in the stored information [5, 27, 34, 80]. It is important to
recognize that the assessment of completeness only can be made relative to the con-
textual demands of the user and that the system may be complete as far as one user is
concerned, but incomplete in the eyes of another. While completeness is a design
objective, its assessment is based on the collective experience and perceptions of the
system users.

In addition to completeness, currency has been identified as an important factor in
contextual information quality [4, 8, 16, 35, 54]. Cuirency refers to the degree to
which information is up to date, or the degree to which the infonnation precisely
reflects the current state of the world that it represents.^ Currency is a contextual
attribute of system quality to the extent that its assessment is dependent on task and
user perceptions [6]. Users may have different demands for currency and, as a conse-
quence, information that is viewed as current for one task may be viewed as too dated
for another. Again, user perceptions of currency relative to the task demands over
time will be an important determinant of information quality.

The final dimension of information quality captured in Table 1 is format. Format is
tied to the notion of representational quality [4, 47, 53, 82]. Format refers to the
degree to which information is presented in a manner that is understandable and in-
terpretable to the user, and thus aids in the completion of a task. There is significant
research on information presentation, and the one consistent conclusion from this
line of research is that the suitability of a particular presentation is highly contingent
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Table 1. Information Quality Dimensions

Dimension Definition
Information
quality category

Accuracy The degree to which information is correct. Intrinsic
unambiguous, meaningful, believable, and
consistent.

Completeness The degree to which all possible states Extrinsic;
relevant to the user population are represented contextual
in the stored information.

Currency The degree to which information is up-to-date,
or the degree to which the information precisely
reflects the current state of the world that it
represents.

Format The degree to which information is presented in Extrinsic;
a manner that is understandable and representational
interpretable to the user and thus aids in the
completion of a task.

Note: The dimensions, their derivation, and treatment in prior literature are shown in Appendix
A.

on the manner in which the presentation matches the demands of the task and the
mental model employed by the user [78]. Thus, the assessment of format will be
shaped by the perceptions of the user completing different tasks with the system over
time.

To summarize, a number of factors have been identified and labeled as dimensions
of information (data) quality as illustrated in Appendix A; however, an integration of
the literature based on Wang and Strong's [82] organizing framework suggests that
these factors can be reduced to a relatively concise set of determinants of information
quality (see Table t). The dimensions we identify are accuracy, completeness, cur-
rency, and format. Collectively, these four dimensions appear to capture the key ele-
ments of information quality by taking into account the intrinsic properties of
information quality related to correctness, the contextual factors driving task perfor-
mance, as well as the representational characteristics of information quality. For each
dimension, it is important to recognize that quality is not assessed in an absolute and
objective sense, but rather that the assessment of quality is tied to the perceptions of
information consumers who are working on specific tasks within specific contexts.

Applying our four-model assessment criteria, we conclude that these dimensions
enhance understanding of the multifaceted nature of information quality by capturing
dimensions related to the intrinsic, extrinsic, and representational views of informa-
tion quality and by emphasizing the importance of context and perception in the
overall quality assessment. Further, we propose that these dimensions are actionable
in that they can guide a designer to refine specific facets of a system in an effort to
enhance quality, and the dimensions are relatively parsimonious, distilling over 30
dimensions represented in the literature into four key constructs related to quality.
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What remains to be determined is the extent to which this explanation is complete in
the sense of explaining the variation in a global assessment of information quality.
Prior to describing the empirical study that will provide this assessment, we turn our
attention to an assessment of the dimensions of system quality.

System Quality

Overall, system quality has received less formal treatment than information quality in
the IS literature. In addition, elements of system quality often are intermingled with
dimensions that are closely related to service quality and ease of use. For example.
Bailey and Pearson [4] include a variety of system dimensions that relate to IS ser-
vices in their studies of user satisfaction. Rai et al. [64] equate system quality with
operational measures of ease of use. Although these constructs clearly are related,
they are not the same. A system that is perceived to be easy to use may also be per-
ceived to be high quality; therefore, ease of use may be a consequence of system
quality. Similarly, systems bundled with a high level of IT service may be viewed to
be of higher quality, making service quality a covariate to the quality of the system.

Such interrelationships are the cornerstone of system success models (e.g., [67]).
These interrelationships make it all the more important to ensure conceptual clarity in
the specification and distinction of constructs. In this regard, we would suggest that
there are unique dimensions that act as antecedents to system quality that are distinct
from either ease of use or service factors.

To the extent that information quality is related most closely to the output of an IS,
system quality reflects the information processing system required to produce that
output. Thus, the dimensions of system quality represent user perceptions of interac-
tion with the system over time. In this sense, higher-quality systems should be per-
ceived as easier to use and, ultimately, have higher levels of usefulness and use [21].

System interaction typically occurs within an organizational context with the goal
of completing a particular task; therefore, it is useful to consider dimensions of sys-
tem quality using a spectrum that ranges from system to task. System dimensions are
those characteristics of a system that are largely invariant across different uses and
can be assessed independent of task, context, or application. Task dimensions are
those for which an assessment will depend on the task and setting. Drawing on over
20 studies that define dimensions of system quality, our assessment of the literature
(summarized in Table 2 and detailed in Appendix B) suggests that there are five key
dimensions to system quality: accessibility, reliability, flexibility, response time, and
integration. Accessibility and reliability are, to a large extent, system dimensions.
They represent defined properties that are largely independent of usage. Response
time, flexibility, and integration are characteristics that are perhaps best evaluated in
the context of specific tasks and should be considered task-related. Below, we explore
each in turn.

Accessibility represents the degree to which a system and the information it con-
tains can be accessed with relatively low effort [4, 53,54, 82]. Access to information
can be viewed as a necessary condition for system quality. It is a system property to
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Table 2. System Quality Dimensions

Dimension Definition
System quality
category

Accessibility The degree to which a system and the System-related
information it contains can be accessed with
relatively low effort.

Reliability The degree to which a system is dependable
(e.g., technically available) over time.

Response time The degree to which a system offers quick Task-related
(or timely) responses to requests for information
or action.

Flexibility The degree to which a system can adapt to a
variety of user needs and to changing conditions.

Integration The degree to which a system facilitates the
combination of information from various sources
to support business decisions.

Note: The dimensions, their derivation, and treatment in prior literature are shown in Appendix
B.

the extent that the system itself is either accessible to a user or not accessible, regard-
less of the task that the user is trying to accomplish.

Reliability refers to the dependability of a system over time [10, 71, 73]. It can be
defined objectively as the technical availability of the system and can be concretely
measured by metrics such as uptime, downtime, or mean time between failures. De-
spite the fact that reliability can be measured objectively, it also is true that individu-
als may have perceptions of reliability that are independent of measured reliability.
Consider a user who only works with a system once a week for a short period of time.
A moment of downtime during that time may have a significant detrimental effect on
reliability. Thus, user perceptions of reliability are key to determining system quality.

Response time refers to the degree to which a system offers quick (or timely) re-
sponses to requests for information or action [4, 20, 24, 35]. Different kinds of sys-
tems (e.g., transaction processing, decision support) often are designed or optimized
to provide certain response times, and users may perceive the response time of a
system based on the kind of task that they are performing. For example, users may be
very tolerant of long response times for an Internet application, but they would be
much less tolerant of a similar response time in a desktop application. To the extent
that this is the case, we argue that response time is a task-related property of a system,
and one in which user perceptions may vary from objective measures. While the two
should be related in most cases, ultimately it is the perceptions, not the objective
measures, that will guide perceptions of quality and usage behavior.

Elexibility relates to the degree to which a system can adapt to a variety of user
needs and to changing conditions [4,33,54, 82]. The definition of fiexibility suggests
the need to adapt to changing conditions and different user needs, making it a task
property of system quality. To the extent that a system will be used over time and
must provide information as input to a wide variety of decision tasks, flexibility can
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be expected to be a key determinant of quality. The relative importance of flexibility
in determining quality may depend on the degree to which task demands change over
time. In a data warehouse context, for example, we might expect that flexibility is less
important in the context of predefined reports (which provide information for static
tasks) and more important for querying and analysis, which are less structured and
more likely to change over time.

Einally, integration refers to the degree to which a system facilitates the combina-
tion of information from various sources to support business decisions [4, 53, 82].
The need for integration will vary across tasks and contexts, and thus, integration
represents a task-related property. Tasks that are more interdependent will require
systems that facilitate integration to a greater degree than systems that support largely
independent tasks [32].

Determinants of Information and System Quality

When considering information and system quality together, it is useful to think of
information as the product of a system and the system as the information processing
system that produces the information [22]. As noted above, the key dimensions of
information quality are accuracy, completeness, currency, andformat. The key deter-
minants of system quality are accessibility, reliability, response time, flexibility, and
integration. Collectively, these determinants should explain information and system
quality, and they indirectly should influence user perceptions about satisfaction with
the information and system (see Eigure 1).

As explained earlier, the literature suggests that system factors may influence a user's
perception of, or satisfaction with, the information provided by the system [12]. More-
over, past confusion in differentiating system quality from information quality factors
(see Appendices A and B) suggests that crossover or interaction effects may exist
between the two constructs. Therefore, the research model includes crossover rela-
tionships from quality (information and system) to satisfaction (system and informa-
tion) as well as an interaction effect of information and system quality on information
satisfaction and system satisfaction (see Eigure 1). These relationships explore the
possibility that more complex quality/satisfaction relationships may exist.

Empirical Study

A CROSS-SECTIONAL SURVEY WAS CONDUCTED to test the model in Eigure 1. The con-
text of the survey was user experiences with a data warehouse. Specifically, survey
participants were asked to report on their experiences with three types of business
intelligence tools most commonly employed to access and analyze data warehouse
information: (1) predefined reporting software, (2) query tools, and (3) analysis tools.
Predefined reporting is software that is set up by the data warehouse project team and
is run by users on a regular basis to provide predetermined information. Query tools
allow users to extract information for themselves to satisfy unplanned, nonroutine in-
formation needs. Analytical tools allow the manipulation and modeling of information
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Figure 1. Determinants of Information and System Quality
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extracted from a data warehouse. The following sections describe the study, including
the instrument development process and the sample that was used.

Instrument Development

Development of the survey instrument followed the process proposed by Moore and
Benbasat [55]. A literature review was conducted to locate past operational measures
of the constructs under investigation, groups of questions were compiled from vali-
dated instruments to represent each construct, and wording was modified to fit the
data warehouse context to be studied. Next, ten professors and graduate students
sorted the items into separate categories, identifying ambiguous or poorly worded
items. Items were removed and minor wording changes were made prior to a second
round of sorting, which did not uncover further problems. The three items that were
categorized most accurately were selected for each quality dimension and included
on the survey instrument in a random order.̂  Each question was measured on a seven-
point Likert-type scale, ranging from (I) strongly disagree to (7) strongly agree.

Before implementing the survey, the instrument was further reviewed by academics
and practitioners with knowledge of survey design, IS quality, and data warehousing.
Minor changes were made based on their suggestions. The resulting survey was then
pilot-tested using respondents from a large public university to identify problems
with the instrument's wording, content, format, and procedures. For this pilot test,
surveys were distributed to 250 active users of a large public university's data ware-
house; 73 responded, resulting in a 29 percent response rate. Pilot participants com-
pleted the instruments and provided written comments about length, wording, and
instructions. Two of the participants were interviewed to gain a richer understanding
of the feedback. The data were analyzed regarding the internal consistency reliability
of the constructs using Cronbach's alpha, and each exceeded the accepted 0.7 level of
reliability [58].

Based on the results of the pilot sample, minor modifications were made to the
survey design. The final survey included items measuring the constructs from Figure
t as well as a series of demographic and self-reported usage items. The specified
items and descriptive statistics, organized by construct, are shown in Table 3.

Sample

Study participants were solicited via an e-mail announcement sent to members of the
Data Warehousing Institute offering a free study to assess the success of their
organization's data warehouse software. Seven organizations from a variety of indus-
tries (e.g., health care, consumer goods, financial services, and government) agreed
to participate. Each organization was asked to distribute paper-based surveys via in-
teroffice mail to all of the active users of its data warehouse. All surveys were confi-
dential; no identifying personal information was collected. Completed surveys were
collected by a contact person at each organization and returned to the researchers.
Response rates varied across organizations (see Table 4), with an overall study re-
sponse rate of 2t percent, yielding 465 completed surveys.
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Table 4. Participating Firms

Company

A. Health care
B. Packaged goods
C. Financial services
D. Health care
E. Public sector
F. Public sector
G. Public sector
Overall
* Number of surveys sent to

Surveys
sent*

129
300
179
108

1,200
231

66
2,213

each company.

Surveys
returned

40
92
23
42

172
61
35

465
We cannot be certain

distributed to data warehouse users. Thus, our effective response
than reported here.

Response rate
(percent)

31
31
13
39
14
26
53
21

that all surveys sent were
rate is likely somewhat higher

The average age of the respondents was 42 years, and 40 percent were male. The
respondents had an average of 12 years tenure with their organization and 18 years
average total work experience. Their positions in the organizations varied from cleri-
cal to senior management, with 58 percent being analysts, and they represented dif-
ferent functional areas across the organization. The demographic profile of the sample
is shown in Table 5.

All respondents used at least one of the three kinds of business intelligence tools,
and they represent all levels of both relative and absolute use of the software. The
histograms in Figure 2 show the number of respondents who reported their relative
and absolute use of each tool across the seven possible levels of usage (i.e., I - low
use; 7 - high use). Relative use followed an approximately normal distribution, al-
though there were many infrequent users of the analysis and predefined reporting
tools. Absolute use followed more of a uniform distribution and had a large number
of respondents reporting low levels of usage for all three tools. Collectively, the var-
ied usage levels suggest a reasonable variance in user interactions and experiences
with the business intelligence technology.

Results

THE RESEARCH MODEL WAS TESTED using partial least squares (PLS), a structural
modeling technique that is well suited for assessing complex predictive models [7,
18, 86]. PLS concurrently tests the psychometric properties of the scales used to
measure the variables in the model (i.e., the measurement model) and analyzes the
strength and direction of the relationships among the variables (i.e., the structural
model) [49]. PLS Graph version 2.91 [19] was used for the analysis, and the boot-
strap resampling method (100 resamples) used to determine the significance of the
paths within the structural model.
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Table 5. Study Participants

Number Percent

Organizational level
Senior management
Middle management
First-level supervisor
Analyst
Clerical

Functional area
Accounting
Finance
Human resources
Information systems
Marketing and sales
R&D
Other
Gender

Male
Female

13
95
48

257
27

22
79
22
37
82
96

116

180
270

3
22
11

58
6

5
17
5
8

18
21
25

40
60

Average age: 42 years
Average years at company: 12 years
Average years in workforce: 18 years

Measurement Model

The test of the measurement model included the estimation of internal consistency
and the convergent and discriminant validity of the instrument items for each of the
three technologies (predefined reports, query tools, and analysis tools). Table 3 lists
the survey scales and their internal consistency reliabilities for responses across each
of the three technologies. All reliability measures were well above the recommended
level of 0.70, indicating adequate internal consistency [58].

These items also demonstrated satisfactory convergent and discriminant validity.
Convergent validity is adequate when constructs have an average variance extracted
(AVE) of at least 0.5 [28]. For satisfactory discriminant validity, the AVE from the
construct should be greater than the variance shared between the construct and other
constructs in the model [18]. This was true for each of our constructs (see Appendix
C). Convergent validity is also demonstrated when items load above 0.50 on their
associated factors; all of the measures have significant loadings above the suggested
threshold (see Appendix D).

Structural Model

The path coefficients and explained variance for the structural models are shown in
Figure 3. Overall, the four determinants of information quality explained over 75
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Relative Use

• Analysis

n Query

n Predefined

2 3 4 5 6

1 = Low Use; 7 = High Use

Absolute Use

200

« 150

I
I 100
V

50

0

• Analysis

D Query

n Predefined

1 2 3 4 5 6

1 = Low Use; 7 = High Use

Figure 2. Sample Business Intelligence Tool Usage

percent of the variance in information quality (predefined = 0.779; query = 0.782;
analysis = 0.761). Completeness, accuracy, and format are significant drivers of in-
formation quality for predefined reports, query tools, and analysis tools. Currency
was not significant in any case.

Accuracy appears to have the strongest influence on information quality for all of
the business intelligence tools. The dimension is most infiuential for predefined re-
ports and somewhat less so for query and analysis tools. Completeness is the second
most infiuential determinant, and it is more important to analysis tools than it is for
predefined reports. Formal is slightly less influential, and it has a slightly stronger
effect within the context of predefined reporting tools.

Overall, the five determinants of system quality explained approximately 75 per-
cent of the variance in system quality (predefined = 0.731; query = 0.743; analysis =
0.759). Reliahility, fiexibility, accessibility, and integration are significant drivers of
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COMPLETE
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Eigure 3. Research Model Results.
Notes: I = Predefined reporting software; 2 = query tools; 3 = analysis tools; * p < 0.05,
** p < 0.01, ***p< 0.001.



ANTECEDENTS OF INFORMATION AND SYSTEM QUALITY 217

system quality for the three kinds of business intelligence tools, whereas response
time is only significant in the case of analysis tools.

Reliability appears to have the strongest influence on system quality across the
three business intelligence tools. On average, accessibility and then flexibility are the
next most influential factors, although the two positions are reversed for query tools.
Thus, while reliability appears to have a universally high level of effect on the assess-
ment of system quality, and integration appears to have a consistently weak effect,,
the relative effect of accessibility and flexibility appears to be more tool-dependent.

Within this specific context of data warehousing, we did not find an interaction
between system and information satisfaction. And, the crossover effects from infor-
mation and system quality to information and system satisfaction were not significant
within the contexts of predefined reporting and query tools. However, it should be
noted that within the context of analysis tools, the path leading from system quality to
information satisfaction was significant (0.413), and the path from information qual-
ity to information satisfaction was not significant. This will be explored further next.

Discussion

THIS STUDY DEVELOPS AND TESTS A MODEL that explains how various system and
information attributes influence information and system quality and, ultimately, user
satisfaction. Based on empirical results, it appears that our set of determinants is
indeed predictive of overall information and system quality in data warehouse envi-
ronments and that our model strikes a balance between being comprehensive and
parsimonious. At the same time, it is clear from the empirical results that the determi-
nants of quality are not all equivalent in their predictive power within the context of
data warehousing.

Eor information quality, accuracy is the dominant determinant across all three data
warehouse technologies. As the core intrinsic attribute of information quality, this is not
surprising, especially in a data warehousing context. At the same time, this suggests
that there is significant perceived variance in accuracy that reflects overall perceptions
of information quality. Eurther, it reinforces the importance of managing information
accuracy as a key determinant of quality. It should not be assumed that users would
universally recognize data warehouse initiatives as providing high-quality data.

Completeness and format are the next most influential determinants across the three
data warehousing technologies. The importance of completeness may be accentuated
in the data warehouse environment, because the integration of disparate information
sources is a key data warehouse implementation objective. Eormat also has a consis-
tent effect across the three technologies, which is again consistent with a warehouse's
information and decision-making orientation. Our results suggest that these three di-
mensions collectively account for three-quarters of the variance in information qual-
ity. Whereas subsequent research would be required to test the consistency and
robustness of this finding across other contexts, it provides an initial indication that a
small number of factors can be identified and managed to influence information quality.
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The results suggest that a data warehouse project should emphasize accuracy, com-
pleteness, and format as the primary drivers of information quality. Ultimately, ex-
perimental tests would need to be conducted to assess the degree of causality.

These results also suggest that more attention needs to be given to the differences
across varying technologies. Although the three information quality dimensions are
significant across the three business intelligence tool contexts, there do seem to be
some differences in the strength of the relationships. For example, completeness seems
to increase in importance moving from predefined reports to query tools to analysis
tools. The reverse is true for accuracy and format. If you consider that predefined
reports are much more restrictive tools, these patterns make sense. A user may expect
a predefined reporting tool to provide less complete infonnation (i.e., access to data is
restricted to what has been predefined), and that same user would expect more accu-
rate information (because the report has been well planned and defined) in a better
format.

The absence of a significant effect for currency likely stems from the nature of the
items that measured it. The currency questions were asked in absolute terms; for
example, "The information from the tool is always up-to-date." Given that standard
data warehouses, by definition, contain historical data, it is not surprising that abso-
lute currency did not influence a user's satisfaction with data warehouse information.
It would be interesting to see if currency matters more within technology contexts
such as online trading or real-time warehousing where absolute currency is critical. A
specific example of the latter case is the use of data mining in homeland security
applications. The National Science Foundation's Computer and Information Sciences
and Engineering directorate has recently begun sponsoring research in this area.**

Turning to system quality, reliability is consistently the most influential determi-
nant. As a key system dimension, reliability appears to have an infiuence similar to
accuracy. Together, the two results suggest the primacy of intrinsic and system prop-
erties in shaping quality. From a design perspective, this suggests that there are stable
attributes that can be managed to influence quality. These attributes should be pri-
mary concerns in system design.

Accessibility is similar in magnitude to reliability for predefined reports and next in
magnitude overall for the three business intelligence tools. Such an ordering makes
intuitive sense. Reliability relates to a perception of system dependability. Will the
system be there when it is needed? Assuming that it is available, does it provide
access to the right information? Finally, fiexibility has a significant influence and
appears to be particularly important for query tools. Because query tools, by defini-
tion, support ad hoc, unplanned requests, the relative importance of fiexibility seems
plausible.

Integration had a consistent effect across the three tool contexts. Considering that
most data warehousing tools are expected to provide integrated data (this is often the
main point of data warehousing), it seems logical that integration should be a relevant
attribute in the context of data warehouse technologies.

Response time was not significant for the three tools. It may be that response time
for business intelligence tools is relatively less critical to the perception of overall
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system quality. Because a data warehouse does not typically support an ongoing,
real-time information process, it does seem reasonable that little weight would be put
on response time unless problems were extreme or tactical in nature. This is consis-
tent with our argument for currency as it relates to information quality. Once again,
online trading systems and homeland security applications are the types of systems
that would seem to necessitate fast response time.

The crossover effects found in the research model also shed light on our under-
standing of quality. They highlight a continuum of interactivity that makes system
characteristics more prominent with analysis tools than with the other two tool con-
texts. Data analysis tools have environments in which the interface and the user's
interaction with the interface have obvious effects on the data that the analysis tool
provides, and it may be hard to differentiate an access tool from the output it pro-
vides. Given this, it makes sense that system quality affects the user's information
satisfaction. We were surprised that this influence was so strong and that information
quality did not influence information satisfaction within the analysis tool context. It
would be interesting for future researchers to explore exactly what characteristic(s)
of analysis tools lead to the ambiguity between the system and its output.

To summarize our results, it appears that users of business intelligence tools want to
have a reliable, easy-to-access, integrated, and flexible system that provides accurate,
complete, and well-formatted information, and these users have different levels of
expectations for different kinds of business intelligence tools. The restrictiveness of a
tool may be an important characteristic that varies one's expectations. Users appear
less concerned with whether information is current, in an absolute sense, or with a
particular response time. These results have implications for both research and the
development and implementation of IT applications, but only after considering the
limitations inherent to this study.

Limitations

The following three limitations need to be considered before discussing implications
for research and practice. First, this research was conducted within the specific do-
main of data warehousing. As a result, it is uncertain whether or not the findings can
be applied more broadly or to other specific forms of technology. Second, this re-
search was based on a cross-sectional survey, and the study contains the typical limi-
tations associated with this kind of research methodology. Third, this research included
only specific factors based on prior research, but did not test the universal set of
antecedents for information and system quality.

Directions for Research

Although previous studies have identified attributes and conceptual linkages related
to quality, a comprehensive focus on the dimensions of information and system qual-
ity has been surprisingly absent from the IT literature. One of the challenges in as-
sessing quality is to find definitions and measures that enhance understanding, can be



220 NELSON, TODD, AND WIXOM

practically implemented, and have the potential to guide management action [65]. In
this regard, one of the key contributions of our work is the identification of a compre-
hensive set of determinants that predicts quality, is relatively parsimonious, and most
important, enhances understanding. We feel that this model can serve as a powerful
lens both in interpreting the results of prior investigations and in shaping rigorous
research models for future inquiry that attempt to tie together system quality, satisfac-
tion, and use.

The antecedents of IS usage and value now can be evaluated using the lens of qual-
ity in the design of an IT artifact. More specifically, information quality (complete-
ness, accuracy, format, and currency) and system quality (reliability, flexibility,
integration, accessibility, and response time) now can be connected to user satisfac-
tion (information and system satisfaction, respectively), as depicted in Figure 1. Our
results suggest a way to integrate elements of the technology artifact with the user
perceptions and use that helps to avoid the potential pitfalls associated with taking a
"proxy view" of IT [59].

Further testing of the model should examine its robustness and stability across IT
environments. We believe that evolving business or technological factors may alter
the nature and relative strength of the relationships in a conceptual model, such as the
one developed here. Our results suggest that some factors are more important than
others in the data warehousing context that we examined. It is not clear if these results
will be stable across technologies or applications. In fact, one would suppose that
theorizing about the relative effect of the quality attributes for different forms of tech-
nology would be an important avenue of research to pursue. Contemporary examples
include Web-based applications [42] and mobile Internet services [17]. In addition to
online trading and homeland security, contemporary applications that should present
a different test of the model would be reservation systems and some real-time inven-
tory systems (requiring currency, integration, and response time).

There also is the opportunity to look at changes in the model across different kinds
of technologies within the same context (similar to this study) with the purpose of
investigating exactly which technology characteristics influence the strength of the
quality antecedents. For example, this study seems to suggest that the restrictiveness
of a tool makes a difference in shaping quality perceptions. Further, other nontechni-
cal characteristics, such as task type or user demographics, may play important roles
in understanding quality. Within data warehousing, users with tactical versus strate-
gic tasks or ones with enterprise-level access to data versus departmental access to
data may cause different variations of the research model even when the same busi-
ness intelligence tool is used. This needs to be studied further.

In addition to examining the stability of results across technologies and applica-
tions, the model should be tested with alternative perspectives on measurement. We
have taken the approach of asking for absolute assessments of quality attributes that
are interpreted relative to individual need. Alternative approaches to assessing quality
based on expectation gaps, as is typical in the service quality literature [37], might
also be considered.
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In addition, future research could explore the relationship of different development
methodologies and techniques to information and system quality. For example, do
object-oriented practices lead to more flexible applications? Does extreme program-
ming increase application reliability? Thus, the model provides an avenue to concep-
tualize how various design methods and techniques might influence system and
information quality through the individual quality attributes. This provides an ap-
proach for linking design methodologies to their ultimate effects on system useful-
ness, usability, and use.

Implications for Practice

This study contributes to practice in three important ways. First, the development of a
model linking specific quality antecedents to quality and then to satisfaction should
ultimately allow system designers to better understand and influence system use. For
example, in the case of the three business intelligence tools studied here, our findings
suggest that designers should be focusing on producing accurate, complete, and clearly
formatted information in their quest to enhance information quality. With respect to
system quality, designers will have the greatest effect on quality if they focus on
creating a reliable, accessible, integrated, and flexible system. The crossover relation-
ships suggest that when designing analysis tools, designers may need to know that the
quality of the system strongly affects the users' ultimate satisfaction with its output
and focus on improving system quality accordingly. As data is collected across tech-
nologies and in different environments, it should become clearer to what extent there
are dominant quality characteristics, secondary factors, and special-purpose quality
factors that will guide design. Thus, for example, if accuracy were to emerge as the
dominant determinant of information quality, it would suggest the need to pay par-
ticular attention to the way validation techniques are embedded in applications.

Second, the set of nine determinants can play a useful role in the comparison of
competing vendor solutions for a commercial off-the-shelf application. For example,
it would be useful to be able to compare competing business intelligence solutions
with respect to their relative weighting on both information quality (completeness,
accuracy, format, and currency) and system quality (reliability, flexibility, integra-
tion, accessibility, and response time) as appropriate. As we begin to understand the
relative importance of the various quality factors, it should be possible to use mea-
sures diagnostically in the evaluation of software options.

Finally, understanding the quality factors should serve as an aid to implementation
management. Managers can shape communication strategies, testing and trial phases,
and technology rollouts so that they better lead to positive user reactions. For ex-
ample, usability testing approaches can help to shape perceptions of information clar-
ity. Descriptions of information quality assurance processes may be needed to ensure
accuracy. Attention to the various quality dimensions should provide both managers
and designers additional tools for managing implementation processes.
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Conclusion

BASED ON THE THEORETICAL LINKAGE between quality and usage, the primary objec-
tive of this study was to increase our understanding of the key dimensions of informa-
tion and system quality. More specifically, we sought to identify a comprehensive,
yet parsimonious, set of determinants that help predict the quality of an IT artifact.
Based on the literature, a total of nine fundamental determinants of IT-related quality
were identified, four under the rubric of information quality (the output of an IS) and
five that describe system quality (the information processing system required to pro-
duce the output).

The nine determinants collectively explained a substantial portion of the variance,
over 75 percent overall for information quality and approximately 74 percent overall
for system quality. We believe that these results support the aptness of our model
within a data warehousing context, and that the model strikes a balance between
comprehensiveness and parsimony, while providing additional understanding of how
quality perceptions are shaped. In conclusion, we hope that this research will serve as
a catalyst for action, encouraging both researchers and practitioners to focus on qual-
ity as a core concept within the IT discipline.

Acknowledgments: The authors thank Izak Benbasat, Dale Goodhue, Stefano Grazioli, Michael
Morris, Peter Seddon, and anonymous reviewers for their helpful comments on earlier drafts of
this paper.

NOTES

1, It is estimated that 50 percent of large companies in North America and Europe are using
the balanced scorecard for measuring the quality of financial, customer, internal, and human
resources performance [57],

2, Currency is also commonly referred to as timeliness (see Appendix A) and has been
further refmed by Ballou et al, [6] to include both currency (age of data) and volatility (how
long an item remains valid),

3. Two questions were used to form each of the two scales to measure information satisfac-
tion and system satisfaction.

4. www.nsf gov/od/lpa/news/03/fact030124,htm (accessed July 22, 2004),
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