Case Study: Rewiring a
College of Business Administration

The College of Business Administration (CBA) building at Bamboo University has the shape of a C. The farthest parts of the building are 230 meters apart. The building actually consists of several adjacent towers, which are labeled A, B, C, D, E, and G. The F tower had to be demolished a few years after the building was constructed in the mid 1970s, changing the building from a circle to its current C shape. The towers range from three stories to six stories in height.

UTP Wiring

In the 1980s, the building was rewired for telecommunications using UTP. There are two RJ-45 wall jacks in every room. One is for telephone use, the other for data use. Unfortunately, the quality of the wiring is well below Cat5e. In fact, it has been characterized as “Cat3 on a good day.” In addition, until recently, the university’s central telephone services group managed all of this wiring and gave the college no control over data usage. This central control issue has disappeared in recent years, but the wiring quality problem remains.

Ethernet 10Base5 and 10Base2

To circumvent central control, the college created its own data network. Built before 10Base-T was created, the network has a central 10Base5 backbone whose thick and bright yellow coaxial trunk cable snakes through the corridors of the building. At various points in the building, repeaters connect the 10Base5 trunk cable to 10Base2 daisy chains that run to college offices, broom closets (which are used as faculty offices), and classrooms. A router connects the CBA network to the campus network via optical fiber.

Congestion

The network’s performance (shared 10 Mbps) was adequate when it was constructed in the mid 1980s and for several years after that. By the mid 1990s, however, the number of computers attached to the network had passed 200, and performance slowed to a crawl. LED collision lights on the repeaters glowed red all day long. Sometimes, the network would freeze up for several seconds at a time. It was time for a change.

Option 1: State-of-the-Art Rewiring

One option was to do things right and rewire the entire building with modern technology. From a central point, optical fiber would run out to telecommunications closets in each tower. From there, Cat5e UTP would run to individual wall jacks. Users would receive dedicated (non-shared) 100 Mbps service to the desktop. The wiring would be sufficient if switches were upgraded later to provide gigabit speed to the desktop or at least to servers.

Optical Fiber Runs

This approach would be best, but it faced a number of obstacles. The most important was cost. Installing the optical fiber backbone alone would cost $200,000. This cost is somewhat unrepresentative because the building was built without false ceilings, duct spaces for wiring, or wiring closets. However, this cost would not be far lower if the building’s designers had been smarter. The cost of the fiber itself would be a small part of the total in any sense.

UTP Runs

From switches in each tower, Cat5e would run to individual offices and classrooms. The cost to install the UTP wiring was estimated at $1,000 per wall jack. This is typical for UTP building wiring. About 300 wall jacks will have to be installed.

Switches

The switches themselves would cost about $50,000.

Telecommunications Closets

To house the switches and fiber/UTP connections, telecommunications closets would have to be built. They would have to be built as cabinets attached to corridor walls because room was not created in the building design for them. The expensive part would be providing them with the electrical power they would need for the switches and other equipment they would contain. Creating the telecommunications closets would cost about $50,000.

Considerations

One consideration is that the CBA is seeking funds for a new building. This is making it reluctant to invest heavily in a built-from-scratch LAN.

Option 2: Using the Existing UTP Data Wiring

10 Mbps

Testing has shown that most of the building’s UTP data wiring is capable of carrying data at 10 Mbps without excessive error rates. One option is to install Ethernet switches to give unshared 10 Mbps service to each office via the existing data UTP lines.

Assessment

This would end the current congestion problem, which exists because 10Base5 and 10Base2 are shared 10 Mbps technologies. Runs to some offices, however, might not work. In addition, it would only bring 10 Mbps to each desktop.

Cost

The total cost would be around $150,000. Several 10Base-T switches would have to be installed, and considerable rewiring would be needed to connect existing UTP wire runs to the switches.

Option 3: Resegmentation

A Single Collision Domain

The network’s main problem was that it was a single large network with over 200 stations. In Ethernet terminology, it was a single collision domain. If any of the 200 stations is transmitting, all other stations would have to wait. In addition, because of the long distances involved, when one station started to transmit, signals would not get to other stations for a while. These stations might begin transmitting in the meantime, causing a collision.

Resegmenting the Network

One option was to divide the entire network into four parts, called segments, each of which would have only a little over 50 stations. This would only give rise to only modest congestion.

To connect stations in different parts of the network, each of the four segments would be connected to a central switch via optical fiber. This switch would allow cross-traffic between the four segments. Even with cross-traffic, traffic should be low enough in each segment to allow reasonable service.

Again, users would only get 10 Mbps to the desktop. In addition, all stations in a segment would share this speed, so the throughput for individual stations would be much lower.

Resegmentation could be done for about $75,000 using optical fiber connections from a switch at central point to a repeater in each of the four areas. The repeater would connect the segment to the switch. This cost would be small in part because three of the optical runs from the central switch to a repeater would be short runs. The network staff would buy fiber pre-cut to the desired length and run the optical fiber through the building without bothering to hide it inside ducts or other enclosures.

Questions:
1.
Why was the college’s data network not adequate for its needs?

2.
a) What would be the cost of a completely new network with Category 5 UTP and an optical fiber backbone? b) What would be the components of that cost? (Mention dollar amount for each component) c) What would be the capital investment per client computer? (There are 250 client PCs in the college.) d) In what ways is complete rewiring the best option?

3.
a) What would be the cost components of a using existing data UTP lines? b) What problems would this option create?
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